# Improving every child’s chance in life.

# The Issue: as many as 23% of SA children in the first year of school are developmentally vulnerable

on 1 or more domains (social, emotional, physical, language/cognitive and communication/general knowledge) according to the [Social Health SA Atlas](http://www.publichealth.gov.au/data_online/2012/notes/notes_data_online_aust_2012_option1.pdf).

Early childhood development is a strategic priority for the SA government. It has been established that the first 5 years of a child’s life is the major influence on their future succes.

Our rough estimate of the incurred cost to SA Government is up to $20M per year.

**There is a need to understand how the risk of early childhood developmental issues can be reduced so that every child has every chance in life.**

# What we did:

We gained insights into early childhood development vulnerability and identified the key drivers and the levers that the SA government, community and individuals can apply to improve the situation. We did that by applying the power of cutting-edge data science techniques to the wealth of SA and national data.

We visualised our findings by creating a publically accessible web app that visualises community risk via an indicator to discover if a person lives in a community where their child's development might be at risk and then empowers them to make an informed decision.

# What we found:

After accounting for the population specifics and socioeconomic factors, such as unemployment and Index of Relative Socio-economic Disadvantage, the most important drivers impacting early childhood development were; the lack of a motor vehicle in the household, an inability to afford medication and smoking during pregnancy.

# Intervention strategies we recommend to be implemented by the government:

* To improve access to medical services, provide taxi vouchers or mini buses to health centres on a regular basis, particularly for pregnant women and women with children of early age
* Provide subsidies for medication specific to pregnant women, mothers and children of early age
* Educate community and nurses to deliver anti-smoking programs to women of child-bearing age

# Appendix

## Our approach

We identified the key data sources in the public domain that contained factors that could potentially influence early childhood development ([please see appendix for detailed information](#_Data_sources:) on the data sources used).

The data sources comprised 2000+ fields. To filter though the data fields and identify the key drivers of early childhood development, we applied the following business analysis, statistics and data science techniques:

* Gain business understanding of the data in the data sources. Research to confirm the data field definitions and measurement scales. Exclude from consideration data that was not likely to influence early childhood development (for example, Aged Care data). This reduced the number of data fields to 93.
* Identify and resolve any data quality issues (for example missing values, level of noise). R statistical computing software was used to achieve this.
* Establish and exclude redundant data fields via [advanced correlation analysis](#_Correlation_analysis_to). This reduced the number of data fields to 61. R statistical computing software was used to achieve this.
* Apply advanced data science techniques ([generalised boosting models](#_Boosting_Trees_for), [random forests](#_Random_forests) and [MARS](#_Multivariate_adaptive_regression)) to
  + identify the key factors that influence the percentage of early childhood development vulnerability in an SLA
  + establish which levers and how they can be applied by the Government, community and individuals to reduce the risk of early childhood development impairment.
* Visualise the findings in a Tableau dashboard. To enable effective visualisation of the findings, express the data science results via a linear regression model in R
* **Develop a web app that…**

## Data Notes on Early child development: AEDI, 2009

**Source for all *Early child development* data:** Compiled by PHIDU from AEDI 2009 Research CURF Version 1, Released April 2011, DEEWR

• Developmentally vulnerable on 1 or more domains

• Developmentally vulnerable on 2 or more domains

• Physical health and wellbeing domain - developmentally vulnerable, at risk and on track

• Social competence domain - developmentally vulnerable, at risk and on track

• Emotional maturity domain - developmentally vulnerable, at risk and on track

• Language and cognitive (school based) domain - developmentally vulnerable, at risk and on track

• Communication skills and general knowledge domain - developmentally vulnerable, at risk and on track

**Notes for all *Early child development* data:**

In 2009, the Australian Early Development Index (AEDI), which provides a picture of early childhood development outcomes for Australia, was undertaken nationwide. In the 2009 data collection, information was collected on 261,147 Australian children (97.5 per cent of the estimated five-year-old population) in their first year of full-time school between 1 May and 31 July. A follow-up data collection occurred in some small areas in 2010. In addition, small numbers of children were combined so that more communities could have their results released.

The initial results from the AEDI provide communities and schools with information about how local children have developed by the time they start school across five areas of early childhood development: physical health and wellbeing, social competence, emotional maturity, language and cognitive skills (schools-based), and communication skills and general knowledge.

The AEDI results report on the number of children scoring in the following percentile ranges: 0 to 10th percentile (developmentally vulnerable), 11th to 25th percentile (developmentally at risk), 26th to 50th (on track lower range) and above the 50th percentile (on track higher range).

The data shown include children who were developmentally vulnerable (0 to 10th percentile) in one or more/ two or more domains; children in each domain who were assessed as being developmentally vulnerable (0 to 10th percentile), developmentally at risk (11th to 25th percentile) or developmentally on track (above the 25th percentile).

Data are not shown for areas where there were less than 15 children tested.

## Software used

* R v2.15.3
* Rstudio 096.330
* Tableau Desktop v8
* Tableau server v8
* SQL Server 2012
* Amazon Web Services
* Visual Studio 2012
* Java
* Microsoft Excel 2013

## Data sources:

### 1. Social Health Atlas of Australia: Notes on the Data

Published 2012 (SA)   
Published by Federal Public Health Information Development Unit
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The Public Health Information Development Unit (PHIDU), located at [The University of Adelaide](http://www.adelaide.edu.au/), was established in 1999 to assist in the development of public health data, data systems and indicators.

<http://www.publichealth.gov.au/data/>

([data notes](http://www.publichealth.gov.au/data_online/2012/notes/notes_data_online_aust_2012_option1.pdf))

### 2. [Australian Early Development Index Data](http://data.sa.gov.au/dataset/australian-early-development-index/resource/01278622-09c8-40b7-86a9-67b9819d0b25)

**Source:** Dept for Education and Child Development of SA

### 3. Health service locations

**Source**: Child and youth health ([cyh.com](http://cyh.com/))

### 4. Geographic boundary files. Australian Bureau of Statistics (ABS)

**Source:** <http://abs.gov.au/geography>

* Statistical local area (SLA)
* Postcode area (POA)

## Technical methods

### Correlation analysis to establish redundant data fields

The absolute values of pair-wise correlations are considered. If two variables have a correlation of 95% or higher, the method reviews the mean absolute correlation of each variable and removes the variable with the largest mean absolute correlation.

### Boosting Trees for Regression and Classification Introductory Overview

Over the past few years, the computational approach of stochastic gradient boosting has emerged as one of the most powerful methods for predictive data mining. Some implementations of these powerful algorithms allow them to be used for regression as well as classification problems, with continuous and/or categorical predictors.
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### Random forests

Random forests are an ensemble learning method for classification and regression that operate by constructing a multitude of decision trees at training time and outputting the class that is the mode of the classes output by individual trees.
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### Multivariate adaptive regression splines

Multivariate adaptive regression splines (MARS) is a form of [regression analysis](http://en.wikipedia.org/wiki/Regression_analysis) introduced by Jerome Friedman in 1991.[[1]](http://en.wikipedia.org/wiki/Multivariate_adaptive_regression_splines#cite_note-1) It is a non-parametric regression technique and can be seen as an extension of [linear models](http://en.wikipedia.org/wiki/Linear_model) that automatically models non-linearities and interactions between variables.
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